
Long Text Summarisation

Lessons learned from Building Lex Notes

https://lexnotes.justlearning.club/


YEAH…BUT WHY?

Average 3.4 hours per episode 

Total 450 episodes

If I skip the opening and closing and listen at 2x speed, the total time would be 500 hours.

That’s about 20 days or 3 weeks non-stop listening



https://lexnotes.justlearning.club/

https://lexnotes.justlearning.club/


I can effectively perform this 
task manually in NotebookLM

- Built-in Briefing Doc feature, or

- Custom prompts, or

- Generated Audio Overview

Version 0



But with 450 episodes, can I solve this 

effectively, within budget, and at “scale”?

10 hours10 USD

450 episodes



Source Instant Data Scraper: html to csv

Listly – Web Scraping: html to csv + fetch

Wget & html2text: podcast transcript to txt

yt-dlp: youtube subtitle to txt

Transform Jupyter

Pandas

Python

Summarise OpenAI

LangChain

LM Studio

Ollama

Measure Anthropic Claude AI

Google NotebookLM

Deploy mkdocs

GitHub Page

Cloudflare

Version 1



4o vs 4o mini

GPT-4o used up my OpenAI credits

5 USD for 2 hours of coding in Cursor with GPT-4o

AI tools are expensive!! Thanks REA for my GitHub Copilot subscription



RAG vs No RAG

RAG is super helpful 

especially when the raw 

text isn’t good enough, or 

the guest or topic isn’t very 

well-known

it's not as useful when the 

raw text already contains 
everything you need



Output

Chunk or MapReduce or Refine

Part 1 Part 2 Part 3

Sum 1 Sum 2 Sum 3

Part 1

Part 2

Part 3

Sum 2

Sum 3

Output

Sum 1

Fewer API calls

Can be run in parallel

One extra API calls

Can be run in parallel

More API calls

Accumulated context

Must run in sequence

Sum 1 Sum 2 Sum 3

Part 1 Part 2 Part 3

Output

https://github.com/GoogleCloudPlatform/generative-ai/blob/main/language/use-cases/document-summarization/summarization_large_documents_langchain.ipynb

https://github.com/GoogleCloudPlatform/generative-ai/blob/main/language/use-cases/document-summarization/summarization_large_documents_langchain.ipynb


LLM or SLM

Claude
GPT 4o
GPT 4o mini

Llama 3.2 3B
Llama 3.1 8B
Openhermes 2.5 Mistral 7B

NotebookLM

Easy to use

Quality



Is it worth it?

A slightly deeper understanding of AI Apps, LLMs and SLMs

Better clarity on the word “scale” in an AI project

A few insights into what cost means in the era of AI 

I’ve shortlisted some episodes I would like to listen to

I also found some unpopular opinions in some of the podcasts to broaden my perspectives

I have a website to read during my commute

I am doing a knowledge sharing to bounce ideas with great people :)
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